
International Journal of Engineering Technology and Management Sciences 

Website: ijetms.in Issue: 1 Volume No.8 January - February – 2024 

DOI:10.46647/ijetms.2024.v08i01.032 ISSN: 2581-4621 
 

 

@2024, IJETMS          |         Impact Factor Value: 5.672     |          Page 247 

 

A Technical Review on Emotion Detection 

from Informal Text for Indian Regional 

Languages: Approaches and Challenges 
 

Kajal Patil1, Jitendra Nasriwala2 , Rakesh Savant3 

1 Assistant Professor, Faculty of Computer Science, Uka Tarsadia University, Bardoli, India 
2 Associate Professor, Faculty of Computer Science, Uka Tarsadia University, Bardoli, India 
3 Assistant Professor, Faculty of Computer Science, Uka Tarsadia University, Bardoli, India 

Corresponding Author Orcid ID: 0009-0008-8148-2377, 0000-0002-5585-1668, 0000-0003-3497-

8026 

 

ABSTRACT 
Effective communication is a crucial element in the existence of a human being. Emotions are a 

common component of human communication and can appear in a variety of ways, including spoken 

words, written messages, and non-verbal indicators like gestures and facial expressions. Textual 

communication which is the common way of interaction has been rapidly increasing day-by-day. 

People nowadays are using social media to convey their thoughts and beliefs in the form of comments, 

posts and stories with associated emotions. As a result, there is a growing need to detect and 

understand the emotions conveyed in texts. Although the emotions expressed in text are readily 

understood by the human brain, teaching a machine to do the same is a challenging task. However, 

when dealing with Indian languages, this process becomes especially difficult. As India has plenty of 

vernacular languages, people opt to use monolingual or code-mix languages. These types of 

languages are generally informal way which creates an obstacle to convey the emotions. The shortage 

of annotated corpus especially for regional languages is also one of the challenges. This paper aims 

to analyze and review emotion detection from textual data specifically for Indian regional languages 

and its challenges.  

Keywords— emotion detection, text-based emotion detection, natural language processing, 

corpora, regional language 

 

1. Introduction 

Emotion detection is a branch of artificial intelligence and natural language processing that focuses 

on recognizing and interpreting human emotions expressed in various forms of communication, such 

as text, speech, or facial expressions. The primary goal is to train machines with the ability to 

understand and respond appropriately to the emotional shades inherent in human interactions. As the 

world is moving towards digitalization, the usage of online applications is growing higher. Nowadays 

people are using online platforms for various purposes such as purchasing products, digital 

entertainments, chat applications, etc. to express their thoughts, beliefs or feelings in an informal way 

in the form of short messages or comments. Apart from this, the written text is not following any 

standard or syntactical structure of grammar. Consequently, recognizing emotion from the text is also 

a challenging task due to the fact that textual expression does not always have emotion directly 

referenced in the written material, instead it could interpret the meaning of concept in text.  

Emotional expression is the significant form of communication where it can be expressed in six basic 

components of emotion such as happiness, anger, fear, sadness, disgust, and surprise. There is a 

growing demand for machines to comprehend human emotions during natural conversations. 

Emotion recognition in an informal text message, conversation or comment can be also useful to 

recognize physiological state of an individual. While emotion can be conveyed in any language, 

English language is much more investigated research field as compared to non-English language for 

recognizing emotion in textual data. Apart from this, specifically Indian language lacks behind in this 
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and less amount of work is reported. However, the content on internet is growing day by day where 

non-English and multilingual contents are used in majority.[1] 

 India is a multilingual country which has 22 constitutional languages. Due to this reason, usage of 

local languages by people in expressing their emotions and thoughts in the form of stories, comments, 

or other conversation modes becomes the need of the hour. Additionally, Gujarati is also the official 

language of the Indian state of Gujarat, which has sizable immigrant populations all over the world. 

Most research on emotion recognition has been carried out in other Indian languages like Hindi 

[2][3][4],Punjabi [5][6], Bangla [7], Marathi [8],etc.  nonetheless Gujarati language lags behind in 

this field. In addition to this, when communicating informally, code mixed language is frequently 

used to convey one's feelings and ideas, especially in multilingual nations like India[9]. 

The structure of the paper is as follows. In Section 2, overview of emotion detection. In Section 3 

briefs an overview of Regional language and their related work on emotion recognition. In Section 4 

we discussed background study about Gujarati language and the challenges. In section 5 we discussed 

related work along with challenges and corpus. In the last section, we conclude our paper followed 

by references. 

1.1 Emotion Detection 

Emotion detection from text involves analysing and identifying emotions that are expressed by an 

individual in a written content. However, the emotions have different shades of emotion where the 

analysis includes a detailed level. The goal is to understand the emotional or physiological state of an 

individual and to extract relevant information from their language or behaviour. However, it's 

important to note that emotion detection is not always accurate, as human emotions are complex, and 

can be influenced by various factors. There are two categories of emotion namely, Categorical and 

Discrete. In the categorical model, six basic emotions such as fear, anger, joy, sadness, disgust, and 

surprise. Whereas, discrete model categories the emotion based on valence, provocation and power. 

In the following section, we will delve into detecting emotions in regional languages and explore the 

existing research. 

1.2 Regional language 

Emotion recognition in regional language has become a need of an hour as people nowadays feel 

comfortable to express themselves in their own native language. Extraction of emotions from text is 

more difficult especially from the multilingual, like in social media posts, comments or during chat 

conversation. There are  numerous ways an individual can express the emotion in written form such 

as using monolingual, multilingual or code-mix. Nevertheless, code-mixing language is highly used 

because it reflects the natural way of communication in multilingual and multicultural environments. 

People seamlessly switch between their known language to convey their feelings or shades of 

emotions. Majority of the research has been carried out using a pair of languages such as Urdu -

English [10], Hindi-English [9][11][12][13][14], Bangla-English[7]. Still, other Indian languages, 

especially Gujarati – English code-mix pair lack behind in this field of research.  

Besides this, one obstacle to emotion recognition in regional languages is a deficiency of resources. 

The development of efficient emotion detection is made difficult by a lack of labeled datasets, pre-

trained models, and linguistic resources in Gujarati. Efforts have been made by researchers to create 

their own corpus and annotation with associated emotion is done manually by annotator [9][6][15].  

In addition to this, for regional languages like Hindi or Gujarati researcher[6][15] are using “Navarasa 

“to classify emotional states. Where Nava means nine and rasa means emotional state. The nine 

emotional states or Navarasa originated from the Natyashastra given by Bharata Muni. Nine emotions 

are Shringara (love/beauty), Hasya (laughter), Karuna(sorrow), Raudra (anger), Veera 

(heroism/courage), Bhayanaka (terror/fear), Bibhatsa (disgust), Adbutha (surprise/wonder), Shantha 

(peace or tranquility)[6][15]. In the upcoming section, we will explore the discussion on Indian 

regional languages, focusing specifically on Gujarati. 

 

 

1.3 Background study: Gujarati Language 
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India is a rich linguistic diversity, with numerous languages spoken across its vast and culturally 

varied landscape. Gujarati is one of the prominent languages spoken in India, primarily in the western 

state of Gujarat. There are sizable Gujarati-speaking populations in other Indian states as well as 

foreign countries, particularly in areas where there is a sizable Gujarati diaspora. The Gujarati 

language utilizes the Gujarati script, which originates from the Devanagari script. It belongs to the 

Indo-Aryan branch of the Indo-European language family.  

As there is rapid growth in expressing emotion or thoughts in native language, though Gujarati 

language is a rich and expressive language, it does face certain challenges in terms of its Grammar. 

Noun Gender: There are three Genders in Gujarati, namely, narajaati (masculine), 

naarijaati(feminine) and naanyatar (neutral).  

For instance, “છછછછછ” (boy) is masculine gender, “છછછછછ” (girl) is a feminine gender and 

“છછછછછછ” (child) is a neutral. Thus, assigning the correct gender to nouns is essential for accurate 

parsing and understanding. 

Sentence structure: Gujarati uses a different sentence structure than English: Subject-Object-Verb 

(SOV). Thus, it can be challenging for models to adapt this structure. 

Variation in spelling is also poses challenges as a word in Gujarati language may be written in 

different forms, for an instance: -છછછછછછછછછ, છછછછછછછછછ ,છછછછછછછછછ and 

છછછછછછછછછ. Additionally, variations occur in the way vowels and diacritical marks are used. 

Similar-sounding vowels, such as છ – છ (hasva-i), છ – છ (dirgha - ee) and છ – છ (hasva-u), છ- છ 

(dirgha - ee), are frequently utilized interchangeably in texts.  

In the following section, we will examine the existing research on emotion detection from textual 

data in Indian regional languages and highlight the challenges that have been observed. 

 

2. Related work 

In Punjabi language , work presented by [5] considered Punjabi textual data for emotion recognition 

using Hybrid approach Keyword Based Approach and Machine Learning Approach. They have 

experimented using standard Punjabi textual dataset HC corpora which consists of various online 

Punjabi websites of news, social networking, blogs, etc. The outcome of the emotion is based on 

Ekman’s basic six emotions (happy, fear, anger, sadness, disgust and surprise). 

 

For code-switching text , in [11] Emotion detection in code-switching text researches have mainly 

focused on analyzing emotions in monolingual text. Due to the lack of publicly available resources 

for Hindi-English data, the author created linguistic resources for this pair of languages from social 

media. The base system gave an overall accuracy of 83.54% for their dataset. Pre-processing was 

performed on the code-mix social media text. Apart from this, manual annotation was done for 

language identification. The Factor Graph Model (FGM) which is a probabilistic graph model was 

used to learn both monolingual and bilingual information from each post from social media. 

In[9] authors created Hindi-English code-mix corpus from twitter from different domains like 

politics, social events and sports using Web scraping due lack of publicly available resources. During 

corpus creation, the author removed tweets which were either purely in English or Hindi. Apart from 

this, they further removed those tweets which do not express any emotions. Annotations of emotions 

were based on six standard emotions of Ekman, namely, Happiness, Sadness, Anger, Fear, Disgust 

and Surprise. For annotation, inter-annotation agreement between two annotators was done using the 

Kappa coefficient. Their experiment showed that punctuation marks and emoticons show better 

accuracy. Apart from this they were able to achieve 58.2% accuracy with features trained with SVM 

classifiers. 

According to Plutchik's wheel, this paper[1] categorizes tweets into eight groups of emotions: joy, 

trust, fear, surprise, sadness, anticipation, rage, and disgust. The dataset consists of manually 

annotated English, Gujarati, and Hindi tweets about Indian politics. The paper demonstrates the 

effectiveness of the Hybrid technique in emotion classification by utilizing both Supervised Learning 

and a Hybrid approach, using tf-idf for primary features and introducing two SenticNet-based 
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algorithms for secondary feature generation. By assigning tweets to emotion categories, multilabel 

classification reveals feelings inside the Indian political discourse. 

In [12]this study presents a deep learning method to identify emotions in Hindi-English code-mixed 

language on social media like Twitter and Facebook. They gathered and refined 12,000 code-mixed 

sentences, expressing emotions like happiness, sadness, and anger. Utilizing a bilingual pretrained 

model, retrained with their dataset, the CNN-BiLSTM model achieved an 83.21% detection accuracy. 

Along with, the CNN created more meaningful information from the word embedding which is passed 

as an input to Bi-LSTM which captures semantics of the sentences. 

In [6] the 'Kāvi' Punjabi poetry corpus was manually annotated, encompassing nearly 1000 poems in 

Gurmukhi script and reflecting nine emotional states from 'Navrasa'. Linguistic and poetic features in 

each poem were assessed and weighted using TF-IDF. Naïve Bayes and Support Vector Machine 

models were trained and tested on these features where SVM improved by giving accuracy of 70.02% 

for classifying emotion.  

In [10] the authors implemented a multi-classification emotion  model for English-Urdu code-mix 

textual data. Samples include English-Urdu code-mixed text with Romanized Urdu. They used XLM-

RoBERTa and Indic-BERT for classification. The data were translated into English. The findings 

show that XLM-Roberta attained the highest F1 score among the evaluated models, registering at 

0.60. In contrast, Indic-BERT yielded the lowest F1 score among the tested models, scoring at 0.54.  

[8] focuses on hate speech detection, sentiment and simple text classification for Marathi language. 

The evaluation was done in a monolingual and multilingual BERT model. The dataset was considered 

as L3CubeMahaHate which consist of hateful and non-hateful categories, HASOC-2021 consist of 

25000 tweets with 4 major classes namely hate, offense, profane and not, News articles from sports, 

entertainment and lifestyle domain and a collections of Marathi headlines. They concluded that the 

monolingual dataset outperformed the standard multilingual models. 

In [7] detected emotion from multilingual text and multi-emotional sentences. They have used 

Countvectorizer as a feature extraction model which was not used in detection of emotions. For the 

dataset, they have utilized WASAA- 2017 which contained 7000 textual data with different emotions 

such as Anger, fear, joy and sadness. Apart from this, they have managed to gather 600 Bangla texts 

for detecting emotions. The model was successfully able to detect multiple emotions from complex 

sentences.  
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From the mentioned literature review it has been observed that certain emotions may not have 

equivalent words in other languages, or if they do, they may not be communicated with the same 

intensity. There is a degradation of accuracy due to translation of one language to another and due to 

Colloquial or slang words during informal communication. Furthermore, for code-mix textual data 

the syntactic structure is changing and due to this reason recognition emotion from this type of text 

becomes difficult. Difficulty  in handling multiple emotions in a complex sentence. The mis-classified 

categories are also observed. Additionally, due to scarcity of corpus researcher are creating their own 

corpus which is discussed in next section. 

Corpora are essential for training and testing language models in computational linguistics and natural 

language processing (NLP). They are used by researchers to build and improve algorithms for various 

applications such as information retrieval, speech recognition, machine translation or emotion 

detection and sentiment analysis. For identifying emotion from human written text which may be in 

monolingual, multilingual or code-mix form, no standard dataset is available publicly. Therefore, for 

this reason, researchers are creating their own corpus. The process includes collecting text data from 

different platforms as per targeted application. Annotation is done manually by tagging associated 

emotions by different annotators who are known to native languages. Inter Annotator Agreement is 

made between annotators using Kappa coefficient. 
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In the concluding section of the paper, the discussion centers around the conclusions drawn regarding 

emotion detection in regional languages. 

 

CONCLUSION 

There is a tremendous usage of social media nowadays and therefore the majority of people are 

addicted to this platform. Individuals are utilizing online platforms to express their thoughts, engage 

in discussions, chat conversation, or share stories or posts relating to their perspectives and beliefs on 

diverse subjects.  In this paper, the main aim is to understand the recent work that has been carried 

out in Emotion detection from textual data for Indian regional languages. In India, individuals employ 

a combination of English and their regional language, known as code-mixed language, to convey their 

emotions. Automatically identifying these emotions within code-mixed languages poses a 

challenging task due to the presence of features from two or more distinct languages. Dataset is also 

one of the challenges due to scarcity of adequate annotated dataset. Additionally, it has been observed 

that less amount of work is witnessed for Gujarati language. To overcome these challenges, future 

research should prioritize the creation of comprehensive and representative datasets specific to the 

Gujarati language and other regional languages. 
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