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ABSTRACT 

Sports injuries are prevalent and can have serious financial, psychological, and bodily repercussions. 

Although injuries are hard to predict, cutting-edge technologies and data-science applications might 

offer crucial information. Methods of Machine Learning (ML) may be applied to enhance injury 

prediction. This project is aimed to build a machine-learning-based model by comparing different 

algorithms that predicts injuries well in advance. Predicting injury beforehand would be a big 

assistance to the players, ultimately transforming the sports industry. Even in future tournaments, 

teams would be able to better plan their strategies if they were aware of the resting interval in advance. 

Keywords— Training load, KNN, Logistic Regression, Random Forest, SMOTE, XGBoost 

Algorithm 

 

1. Introduction 

One of the most crucial elements for achieving peak performance in sports is being healthy and 

injury-free. In order to better understand the training loads of athletes and the frequency of injuries,  

researchers and practitioners from a variety of sports have been gathering data for decades. 

Technology and machine learning applications have grown in recent years, making it possible to 

predict future performance and injuries and so improve data-driven sports advice. The UEFA (Un- 

ion of European Football Associations) model defines any damage to the body tissues that prevents 

a player from participating in sports for at least one day following the original day of occurrence is 

referred to as a non-contact injury. In order to foresee non-contact injuries caused by strenuous 

activity, we developed a hierarchical framework in our work. An exercise's burden might be internal 

(like heart rate) or external (like workout duration and number of leaps). For us-age in training 

sessions and sports, a variety of wearable gadgets with GPS are available. 

 

Fig. 1: Types of Injuries in athletes 



International Journal of Engineering Technology and Management Sciences 

Website: ijetms.in Issue: 1 Volume No.8 January - February – 2024 

DOI:10.46647/ijetms.2024.v08i01.022 ISSN: 2581-4621 
 

 

@2024, IJETMS          |         Impact Factor Value: 5.672     |          Page 177 

 

We estimated each athlete's burden using information gathered from questionnaire responses. In our 

research, machine learning will be used to anticipate injuries in athletes based on thorough training 

logs. A 7-year data collection of 74 top middle and long-distance runners, with a window of 3 weeks 

prior to the in-jury was taken into consideration allowed for the evaluation of injury prediction. By 

contrasting various machine learning models, a predictive system for injuries is to be built. To further 

classify the data, a model with high accuracy is taken into consideration. Both the load and the danger 

of injury can be calculated. 

We give a summary of the related research on injury prediction in the next section. 

 

2. Experimental Methods or Methodology 

In this study, we develop a software tool that uses athletic data from training and competition to 

assess the risk of injury in upcoming contests using supervised learning techniques. 

The methodology for athlete injury prediction using machine learning generally follows the 

following steps: 

2.1 Data Collection: 

The initial step is to collect data related to the athlete's injury history, training load, and any other 

relevant factors. The data can be collected from various sources such as wearable sensors, electronic 

health records, injury reports, and game statistics. Performing an initial analysis to comprehend the 

data is also crucial. This analysis should include locating any missing numbers, outliers, or 

contradictions. This will help us prepare the data for the next steps by cleaning and preprocessing it 

as necessary. 

 

2.2 Data pre-processing: 

The collected data needs to be cleaned, pre-processed, and transformed into an appropriate format 

for machine learning algorithms. This includes removing any missing values, scaling and 

normalizing the data, and splitting the data into training and testing sets. 

 

2.3 Feature engineering: 

Feature engineering includes choosing relevant features or variables from the data that can be used 

to predict injury risks. This includes identifying any patterns or trends in the data that could indicate 

injury risks. The weekly dataset takes into account the three weeks leading up to the injury or healthy 

event, and it summarizes the training load on a weekly basis. There are 22 features that each explain a 

week leading up to an event. 

We used Chi-square feature extraction method and calculated the feature scores. Based on feature 

scores we selected top 10 features. A machine learning classifier is normally used on a balanced 

dataset to reduce bias towards the majority class, but as our dataset contains a considerable class 

imbalance with a large number of healthy events and relatively few injury events, this is not the case 

here. We used SMOTE (Synthetic Minority Oversampling Technique), a method that oversamples 

the minority class and generates synthetic data to balance the class distribution, to overcome this 

problem. 

No Feature Range 

1 Average 

exertion-week 1 

[0.0, 1.0] 

2 Maximum exertion-week 1 [0.0, 1.0] 

3 Maximum training success- 

week 1 

[0.0, 1.0] 

4 Maximum recovery- 

Week 1 

[0.0, 1.0] 

5 Average 

exertion-week 2 

[0.0, 1.0] 
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6 Maximum exertion- week 2 [0.0, 1.0] 

7 Maximum training success- 

week 2 

[0.0, 1.0] 

8 Maximum recovery- Week 2 [0.0, 1.0] 

9 Average 

exertion-week 3 

[0.0, 1.0] 

10 Maximum exertion- 

week 3 

[0.0, 1.0] 

Table 1. Features Used along with their ranges 

2.4 Model selection: 

The following step is to select an appropriate machine learning model based on the current issue. The 

models trained are KNN classifier, XGBoost classifier, Random forest and Logistic regression. 

 

2.5 Model training: 

The data needs to be trained on selected machine learning models using the selected features. The 

above mentioned models are trained on the training dataset on which synthetic minority 

oversampling technique is applied. This technique is used to support the minority classes to avoid the 

bias in the data. 

2.6 Model evaluation: 

The trained models are evaluated on the testing data set to assess its performance. This involves 

assessing the accuracy, precision, recall of the model when predicting the risk of injury. 

2.7 Deployment: 

The model can be used to forecast the likelihood of injury in athletes after it has been trained and 

assessed. This entails incorporating the model into an existing system or creating a new system for 

predicting athlete injuries. 

 

3. Results and Discussion 

This project’s major objective was to provide the best model that predicts the athlete injury well in 

advance. From the four machine learning models (KNN classifier, XGBoost classifier, Random 

forest and Logistic regression) which we trained XGBoost got the highest accuracy. The confusion 

matrix of these mod-els are as follows: 

3.1 KNN Classifier 

 

 

Fig. 2. Confusion matrix of the KNN Classifier 



International Journal of Engineering Technology and Management Sciences 

Website: ijetms.in Issue: 1 Volume No.8 January - February – 2024 

DOI:10.46647/ijetms.2024.v08i01.022 ISSN: 2581-4621 
 

 

@2024, IJETMS          |         Impact Factor Value: 5.672     |          Page 179 

 

3.2 XGBoost 

 

Fig. 3. Confusion matrix of the XGBoost Classifier 

 

3.3 Logistic Regression 

 

 

Fig. 4. Confusion matrix of the Logistic Regression 

 

3.4 Random forest 

 

 

 

Fig. 5. Confusion matrix of the Random Forest Classifier 
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The accuracy of each of these models is as follows: 

 

No 

Model Accuracy 

 

1 

KNN Classifier 0.8648248248248248 

 

2 

XGBoost Classifier 0.965005005005005 

 

3 

Logistic Regression 0.633161966078893 

 

4 

Random Forest Classifier 0.8471147840292125 

Table 2. Accuracies of Machine Learning models trained 

 

4. CONCLUSION 

Our machine learning model, which is based on the XGBoost algorithm, uses training-load data from 

three weeks before an event to specifically train its ability to anticipate injuries. The ability to identify 

the harm in advance is a major bene-fit of this technology. Teams will be able to plan more effectively 

for upcoming competitions thanks to this. Overall, these findings show the potential benefits of 

applying machine learning to injury prediction and training program customization for athletes, 

which may offer valuable information to them. 

Coaches can use the proposed system as a computerized tool to help them manage the training loads 

of their athletes. It therefore has the potential to introduce novel and more efficient tactics, 

revolutionizing data-driven guidance in the sports business. The model could be further improved by 

incorporating more advanced techniques such as transfer learning or ensembling multiple models. 

Developing different models that provide more detailed information about the injury. 
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