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Abstract 

In recent years, due to advancement in modern technology and social communication, advertising 

new posts has become very common issue in the present world Like many other classification tasks, 

fake posting prediction leaves a lot of challenges to face. With the advancement in technology and 

rigorous use of social media platforms, many job seekers and recruiters are actively working online. 

However, due to data and privacy breaches, one can become the target of perilous activates. The 

agencies and fraudsters entice the job seekers by using numerous methods, sources coming from 

virtual job-supplying websites. We aim to reduce the quantity of such fake and fraudulent attempts. 

To design this system we use different data mining techniques and classification algorithm like such 

as XG Boost classifier, Random Forest classifier and Decision Tree in a based Python environment.  
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Introduction 

Employment scams are one of the more important concerns that have recently been addressed in the 

realm of Online Recruitment fraud. We are living in unprecedented times as a result of the COVID-

19 epidemic, which is wreaking havoc on economies around the globe. Unemployment rates are rising 

daily, with the United States reporting over 26 million people, the most recorded in the country's long 

history. In its most recent World Economic Outlook report, the IMF (International Monetary Fund) 

forecasts unemployment in Pakistan at 13% in 2020, up from 7.3 percent in 2019 and 3.9 percent in 

2018. Many organizations now choose to list their job openings online so that job searchers can access 

them readily and quickly. However, this might be a form of scam perpetrated by fraudsters who 

promise work to job seekers in exchange for money. To undermine a reputable company's credibility, 

fraudulent job adverts might be issued. These fraudulent job post detections pique people's interest in 

acquiring an automated tool for recognizing bogus jobs and alerting them to individuals to avoid 

applying for such positions. A machine learning technique is used for this goal, which utilizes 

numerous classification algorithms for detecting bogus postings. In this scenario, a classification tool 

detects and warns the user when it detects bogus job postings among a bigger set of job adverts. 

A machine learning technique is used for this goal, which utilizes numerous classification algorithms 

for detecting false postings. In this instance. A classification technique separates bogus job postings 

from real ones a broader range of employment adverts and notifies the user. To address the issue of 

recognizing job frauds posting, as well as supervised learning algorithm initially, classification 

approaches are investigated. By mapping input variables to target classes, the classifier taking into 

account training data Classifiers mentioned in the document is used for detecting bogus job postings. 

Related Work  

1. Material and Methods: 

We have decided to use the dataset published by EMSCAD (EMployment SCam Aegean Dataset) 

which contains real life job ads posted by workable [2]. EMSCAD contains 17,014 legitimate and 

866 fraudulent job ads. Data contains various information like job ID, job title, name of the 

organization, location, company profile, employment type, job description, job requirements, benefits, 

required education, type, whether job posting is fraudulent or not, etc. This dataset contains both 

categorical and description format which is pre- processed to make it useful in training the model. 

To give more relevancy and real life market exposure we extracted data from major online job portals, 

LinkedIn. This was done by web scrapping using Beautiful Soup library. The data was obtained in 

.json format which was then converted to.csv format. The data base had 138 job posts with details like 
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job title, name of the organisation, location, employment type, job description, job function, type of the 

organisation, whether  job posting. This data was manually analysed to identify if the posting is fake or 

not. This updated database was used to test model and evaluate the results which are more realistic. 

Several machine learning models have 

been proposed to classify whether job postings are fake, but none adequately address this                   

misdiagnosis problem. Similar studies proposing 

models to evaluate such performance                       classifications generally did not take into  

account    the heterogeneity and the size of the data. Therefore we propose RandomForest, 

XGBoostclassifiers and decision tree to predict false hire detection. 

 

2. Algorithm 

2.1 XG Boost  

XGBoost classifier combines the predictions of several decision trees to make a final prediction. 

Extreme Gradient Boosting (XGBoost) is a scalable, distributed gradient-boosted decision tree 

(GBDT) machine learning framework. It is the top machine learning package for regression, 

classification, and ranking tasks, and it supports parallel tree boosting. XG Boost is a popular and 

efficient open-source implementation of the gradient-boosted trees algorithm. Gradient boosting is a 

supervised learning algorithm, which attempts to accurately predict a target variable by combining 

the estimates of a set of simpler, weaker models. 

Input: Training data X, target variable y, hyper parameters. 

Output: Fitted XGBoost Classifier 

1. Split the data into training and validation sets using a pre-defined split or cross-validation 

2. Initialize an XG Boost classifier with the given hyper parameters 

3. Train the classifier on the training set using the  XGBoost fit() method with early stopping criteria 

4. Evaluate the classifier on the validation set using the XGBoost predict() method 

5. Calculate the classification metrics of interest (such as accuracy, F1 score, or AUC) on the 

validation set 

6. Adjust hyperparameters based on validation metrics and repeat steps 3-5 until desired metrics are 

achieved 

7. Train the final XGBoost classifier on the entire training set using the optimal hyperparameters 

found in step 6 

8. Output the fitted XGBoost classifier. 

This is how the working of the XG Boost classifier in detectiong the deceitful jobs. 

2.2 Decision Trees 

Decision trees work by dividing input variables into subsets based on their values and recursively 

dividing the data into smaller subsets until a stopping condition is met. Each partition is based on the 

input variable that provides the greatest information gain, i.e. the reduction in entropy or impurity of 

the data. In crop yield forecasting, decision trees can be used to identify the environmental factors 

that have the greatest impact on crop yield and how they interact. Decision trees have several 

advantages in predicting crop yield. It can handle both categorical and continuous input variables, 

can handle missing values, and can automatically identify interactions between input variables. 

Additionally, decision trees are interpretable and the structure of the tree provides insight into the 

relationship between input variables and output variables. Overall, decision trees are a powerful and 

interpretable machine learning algorithm for crop yield prediction.   
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It can handle both categorical and continuous input variables and can identify interactions between 

input variables.  

 

 

2.3 Random Forest  

A random forest is a machine learning technique that’s used to solve regression and classification 

problems. It utilizes ensemble learning, which is a technique that combines many classifiers to 

provide solutions to complex problems. A random forest algorithm consists of many decision trees. 

The ‘forest’ generated by the random forest algorithm is trained through bagging or bootstrap 

aggregating. Bagging is an ensemble meta-algorithm that improves the accuracy of machine learning 

algorithms. The (random forest) algorithm establishes the outcome based on the predictions of the 

decision trees. It predicts by taking the average or mean of the output from various trees. Increasing 

the number of trees increases the precision of the outcome. A random forest eradicates the limitations 

of a decision tree algorithm. It reduces the over fitting of datasets and increases precision. It generates 

predictions without requiring many configurations in packages (like Scikit-learn). 

Entropy and information gain are the building blocks of decision trees. An overview of these 

fundamental concepts will improve our understanding of how decision trees are built. 

Entropy is a metric for calculating uncertainty. Information gain is a measure of how uncertainty in 

the target variable is reduced, given a set of independent variables.The information gain concept 

involves using independent variables (features) to gain information about a target variable (class). 

The entropy of the target variable (Y) and the conditional entropy of Y (given X) are used to estimate 

the information gain. In this case, the conditional entropy is subtracted from the entropy of 

Y.Information gain is used in the training of decision trees. It helps in reducing uncertainty in these 

trees. It helps in reducing uncertainty in these trees. A high information gain means that a high degree 

of uncertainty (information entropy) has been removed. 

 

4. Result: 

In order to establish a baseline for comparison with the proposed cost-sensitive AdaBoost (CS 

AdaBoost), this research also implemented several well-known classifiers, including logistic 

regression, decision tree, XGBoost, random forest, and SVM, along with the traditional AdaBoost 

presented in Algorithm 1. Both the complete and reduced feature sets were used to train the classifiers, 

in order to demonstrate the impact of feature selection. 

Table 2: Performance of the Classifiers without Feature Selection 

 

Classifier ACC SEN SPE AUC 

Logistic regression 0.940 0.948 0.935 0.940 

Decision tree 0.902 0.932 0.790 0.910 

XGBoost 0.963 0.974 0.942 0.960 

Random forest 0.952 0.955 0.940 0.960 

SVM 0.927 0.943 0.930 0.940 

AdaBoost 0.940 0.941 0.935 0.950 

https://en.wikipedia.org/wiki/Scikit-learn
https://en.wikipedia.org/wiki/Conditional_entropy
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Proposed CS AdaBoost 0.965 0.965 0.950 0.980 

 

5. Conclusion: 

In this paper, a new method was suggested to improve the detection of deceitful jobs using machine 

learning. The proposed method uses  XG Boost classifier,Random Forest and Decision trees. The 

algorithms compared the performance of this new method with six other machine learning classifiers, 

including logistic regression, decision tree, random forest, SVM, XGBoost, and the traditional 

AdaBoost. Then, the machine learning classifiers were trained using both the important and all the 

available attributes. The results showed that using the important attributes improved the performance 

of the classifiers. This new method proposed in this research paper can help improve the accuracy of 

detecting fake jobs, which is essential for the job seekers. 
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