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Abstract 

The area of medical science has attracted great attention from researchers. Several causes for human 

early mortality have been identified by a decent number of investigators. The related literature has 

confirmed that diseases are caused by different reasons and one such cause is heartbased sicknesses. 

Many researchers proposed idiosyncratic methods to preserve human life and help health care experts 

to recognize, prevent and manage heart disease. Some of the convenient methodologies facilitate the 

expert's decision but every successful scheme has its own restrictions. The proposed approach 

robustly analyze an act of Hidden Markov Model (HMM), and Decision Tree J48 along with the two 

different feature selection methods such as Correlation Based Feature Selection (CFS) and Gain 

Ratio.  

 Keywords: Machine learning, Classification Technique, Naïve Bayes,  neural networks, supervised 

machine 

 

1 INTRODUCTION 

Some of the related works represent various convenient methods with the implication but none of the 

methods aid professionals under different characteristics.Therefore the design and implementation of 

these methods pave the way for further research. Additionally, the presented work indicates that the 

utilization of the data mining method works better than other approaches [5-8]. With a discussion of 

research objectives, motivation, and key findings this chapter describes the contribution towards the 

direction to improve the QoS of the system. Selection and formation are the most appropriate features 

instead of employing a complete list of features that are associated with the selected dataset. 

 

2 ISSUES WITH PREDICTION SYSTEM 

1) A huge number of methodologies of available algorithms are not appropriate to aid professionals 

under the different area, highly depends on the employed statistics, therefore, struggle to maintain 

recitation with the variation of data properties.  

2) The majority of the algorithms intended to accomplish only a specific task hence does not one of 

the primary factors.  

3) The exploitation of the random method is one of the key issues and the implementation of the 

method is based on the modified approach without consideration.  

4) The formation of considerable false prediction is still a challenging issue of accessible algorithms.  

5) Similar to the classical approaches most of the recently suggested algorithms have unique restraints 

and possess the urge of human efforts to destroy the obstacles. 

 

3 PREVIOUS MODELS 

1. Hidden Markov Model  

In 1966, Baum & Petrie, the authors       proposed this statistical model [9]. In simple terms, it can be 

considered as the simplest Bayesian network that identifies the Markov procedure [10]. It is related 

to an optimal non linear filtering dilemma called stochastic processes. Initially, this model was 

performed for speech recognition but with extreme mathematical formation, it can be exploited to aid 

in different fields like pattern, handwriting and gesture recognition, tagging of part-of speech, a score 

of music, partial discharges, and bioinformatics. 
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2. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a linear or supervised learning algorithm of machine learning that 

is capable of an act of classification and regression process. Additionally, this method is more 

efficient to resolve a variety of practical issues. Typically, it is a straightforward scheme that builds 

a line/hyperplane that divides data into classes. This scheme is more suitable for the various issues of 

real-world applications like offer significant aid in the categorization of hyper and simple text, image 

classifications and segmentation, recognition of handwritten characters, and for much of biological 

& supplementary sciences .  

3. Artificial Neural Network (ANN) 

Artificial Neural Networks (ANN) is a model of information processing, stimulated by a biological 

sensitive method like the process of information of a brain. [12] It is a prominent pattern of 

interrelated processing elements (neurons) that operate in unity to determine a precise task. This 

network is formed with an interrelated processing component that has direct links for carrying out a 

task. Every node corresponds to a processing unit and the links indicate the underlying connections.  

 

 
                                  

Figure 1 Neural Network 

4.   J48 

This scheme is a form of a Decision Tree and represents the classification process of enormous 

data in acceptable mode. This model arranges the data into a  tree  form where every inner node 

signifies a determination and each leaf explains the classes.[14] Typically this method 

recursively split a branch into sub-branches, the process has been executed until the scheme has 

not resolved the difficulty.[15] The branch attributes become nodes of a constructed tree and 

their proportional assessment decide the pathway of the tree. Due to its simple working 

functionalities and robust outputs, this technique has lead over many techniques. Finally, a decision 

tree integrates two phases as Tree Construction, and Tree Pruning [16]. 

 

4 PROPOSED METHODOLOGY 

After reviewing all the existing techniques, some of the researchers signifying the various 

advantages of each suggested technique and elaborated several restraints that are still associated 

with obtainable methods and highly affect the working behavior of the techniques. Among 

several associated issues, some of the key restraints such as inflexibility time-consuming for 

building a model, alternative parameters, and inaccurate verdicts. 

Proposed Scheme 

In the proposed work, there are four different classification algorithms were selected along with 

the two feature compressing methods as CFS  with  best-first search and Gain ratio with ranker 

mechanism. As described in the literature survey each algorithm is designed with an obtainable 

process in an optimized form, such a selected process may not be utilized to  build a more 

competent method. The proposed method investigate and analyze four chosen method such as 

Hidden Markov Model (HMM), Artificial Neural Network (ANN), Support Vector Machine 

(SVM) and Decision Tree (J48) along with two other feature compressing methods. [2, 17] After 



International Journal of Engineering Technology and Management Sciences 
Website: ijetms.in Special Issue: 1 Volume No.7 April – 2023 

DOI:10.46647/ijetms.2023.v07si01.071 ISSN: 2581-4621 

 

@2023, IJETMS          |         Impact Factor Value: 5.672     |          Page 426 

analyzing  these feature compressing methods, combine them with the linear models. 

 

 

 
 

Figure 2 Process Flow Diagram of Proposed Work 

 

Initially, several statistics have been obtained from the UCI data pool, it is an online repository 

of abundant datasets that can be freely acquired for the input investigation. Ultimately choose a 

different set of classification techniques such as HMM, ANN, SVM, and J48. These techniques 

were analyzed to overcome the shortcoming. 

 

5 EXPERIMENTAL RESULTS 

To demonstrate the effectiveness and  suitability of the proposed approach over the other 

classical and modern algorithms, several investigations were initiated and discussed in this 

chapter. 

 
 

figure 3 Designed model of Accuracy prediction 

The values designated in the below-mentioned figure elaborates the efficiency of the proposed 

algorithm even the parameters of the modified statistics. The comparative values show that the 
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proposed method obtains higher accuracy when compared with other existing methods. 

 

 
 

Figure 4 Comparative results with previous methods 

 

6 CONCLUSION 

The work that was carried out in this investigation endeavors to improve efficiency, suitability, and 

QoS. The characteristics and limitations of existing methods were discussed in the literature survey 

to build a more efficient method. The proposed work investigates four different algorithms such as 

the Hidden Markov Model (HMM), Support Vector Machine (SVM), Artificial Neural Network 

(ANN), and a form of Decision Tree (J48). The proposed method robustly analyzes these four 

methods to exploited statistics and opts for the pair of the finest algorithm that utilizes a linear model 

based on the feature selection process with best-first search and Gain ratio along with the Ranker 

method. Several simulations have been carried out to demonstrate the efficiency of the proposed 

approach. Each comparison has indicated that the proposed approach effectively improves the issues 

of traditional as well as modern algorithms. 
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