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Abstract: Document classification is a growing interest in the research of text mining. Correctly 

identifying the documents into particular category is still presenting challenge because of large and vast 

amount of features in the dataset. In regards to the existing classifying approaches, Naive Bayes is 

potentially good at serving as a document classification model due to its simplicity. The aim of this paper 

is to highlight the performance of employing Naive Bayes in document classification. Results show that 

Naive Bayes is the best classifiers against several common classifiers (such as decision tree, neural 

network, and support vector machines) in term of accuracy and computational efficiency.  
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I.  INTRODUCTION 

 With the explosive growth of the textual information from the electronic documents and World Wide 

Web, proper classification of such enormous amount of information into our needs is a critical step 

towards the business success. Recently, numerous research activities have been conducted in the field of 

document classification, particularly applying in spam filtering, emails categorization, website 

classification, formation of knowledge repositories, and ontology mapping. However, it is time-

consuming and labor intensive for a human to read over and correctly categorize an article manually. 

Attempts to address this challenge, automatic document classification studies are gaining more interests 

in text mining research recently. Consequently, an increasing number of approaches have been developed 

for accomplishing such purpose, including k-nearest-neighbor (KNN) classification, Naive Bayes 

classification, support vector machines (SVM), decision tree (DT) , neural network (NN), and maximum 

entropy.  

Among these approaches, the Naive Bayes text classifier has been widely used because of its simplicity 

in both the training and classifying stage. Although it is less accurate than other discriminative methods 

(such as SVM), numerous researchers proved that it is effective enough to classify the text in many 

domains. Naive Bayes models allow each attribute to contribute towards the final decision equally and 

independently from other attributes, in which it is more computational efficient when compared with 

other text classifiers. Thus, the present study focuses on employing Naive Bayes approach as the text 

classifier for document classification and thus evaluates its classification performance against other 

classifiers. 

 

II.  PROPOSED METHODOLOGY 

In order to generate a document classifier model, Indeed, some data are useless (i.e. do not affect the 

classification result even removing them, such as stop words) and some carries similar meanings (i.e. the 

term “bank” and “banks”), therefore a preprocessing phase has been to conduct first. In this way, the 

dataset can be more precise. After the data preprocessing phase, critical attributes have to be selected. In 

this study, critical means the importance of such attribute towards the solution class. For example, the 

term “bank” categorized in “business” class has the highest score in term of term frequency, therefore it 

is analyzed that “bank” is one of the critical attributes to represent the documents fell in the “business” 
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class. Thus, less important features can be removed and so the computational time can be improved 

significantly.  

As for the classification phase, different classifiers (such as SVM, NN, and DT) are employed to generate 

the model. However, this study only focused on using Naive Bayes to classify the documents. Given the 

probabilistic characteristic of Naive Bayes, each training document is vectorized by the trained Naive 

Bayes classifier through the calculation of the posterior probability value for each existing. Finally, the 

model is evaluated by a set of testing data. In order to test the classification ability of the model, several 

evaluation measures (such as precision, recall, and F-measure) are adopted. Furthermore, to interpret 

whether Naive Bayes is best to use as the classifier, its testing result will be compared with other 

classifiers results as well.  

PHASE 1: DATA PREPROCESSING   
It is common to find that several attributes are useless (such as the word “a”, “the”, etc.). Thus, stopword 

removing algorithm has been applied. To initialize the algorithm, a set of stopword (such as a, a's, able, 

about, above, according, accordingly, and across) has set by the human beforehand and hence stored in 

a text file. Then, the model can simply match the attributes with those preset stopword. After the stopword 

algorithm, a missing data checking algorithm is adopted. This algorithm is used to identify any missing 

data and hence interpret a value to it since data mining cannot perform under missing data situation. The 

third algorithm applied in the preprocessing phase is the stemming. Since some words carry similar 

meanings but in different grammatically form (such as “bank” and “banks”), therefore it is needed to 

combine them into one attribute. In this way, the documents can show a better representation (with 

stronger correlations) of these terms and even the dataset can be reduced for achieving faster processing 

time.  

PHASE 2: FEATURE SELECTION  

 Feature selection is one of the most important preprocessing steps in data mining. It is an effective 

dimensionality reduction technique to remove noise feature. In general, the basic idea of feature selection 

algorithm to searches through all possible combinations of attributes in the data to find which subset of 

features works best for prediction. Thus, the attribute vectors can be reduced in number by which the 

most meaningful ones are kept and the irrelevant or redundant ones are removed and deleted. 

 
Figure 2.1 :Proposed Methodology 

 In this study, all the documents in the training data are categorized into four different categories in which 

the model can simply compute which terms are frequently occurred in such category. In this way, some 

unless or irrelevant attributes can be filtered out. As discussed by the study, Cfs Subset Evaluator is the 

best method to get final feature set; whereas rank search or random search is suggested to have a good 

feature set. Thus, in this study, Cfs Subset Evaluator and rank search are applied as the feature selection 

algorithm.  
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For example, Table 2.2 summarizes the feature selected by applying the Cfs Subset Evaluator and rank 

search (with Gain Ratio metric). 

 
Table 2.1 Features selected 

 PHASE 3: ADOPTION OF DOCUMENT CLASSIFIER – NAIVE BAYES  

 After preprocessing and feature selection phases, the numbers of attribute will be significantly reduced 

and are more precise for the use in building the classification model. "For the classification phase, Naive 

Bayes is used as the classifier because of its simplicity and good performance in document and text 

classification", as reported and discussed by Chakrabarti et al.  

Naive Bayes classifier is the simplest instance of a probabilistic classifier. The output Pr(C|d) of a 

probabilistic classifier is the probability that a document d belongs to a class C. Each document contains 

terms which are given probabilities based on its number of occurrence within that particular documents. 

With the supervised training, Naive Bayes can learn the pattern of examining a set of test documents that 

have been well-categorized and hence comparing the contents in all categories by building a list of words 

as well as their occurrence. Thus, such list of word occurrence can be used to classify the new documents 

to their right categories, according to the highest posterior probability.  

 PHASE 4: MODEL EVALUATION  

 To test and evaluate the model, 70% of the dataset are used. Instances are extracted and then served as 

a benchmarking dataset for machine learning problems. By comparing the actual class of the instance 

with the predicted one (i.e. generated by the classification model), system performance can be measures 

in term of recall, precision, and F-measure. These can be mathematically defined as below 

 
In order to further evaluate the performance of the proposed preprocessing stage, the results of not 

preprocess and preprocess are compared. However, if the results are worse than that when no 

preprocessing phase is conducted (i.e. the classification model is not good enough), therefore adjusting 

and fine-tuning parameters are required (e.g. modifying the technique used in feature selection) and 

hence re-build the model again. This step will stop until a good classification result is obtained. 

Furthermore, Naive Bayes classifier will be tested with other classifier (such as DT, SVM, NN) to 



   International Journal of Engineering Technology and Management Sciences 
Website: ijetms.in Issue: 5 Volume No.6 Aug-Sept – 2022 

DOI:10.46647/ijetms.2022.v06i05.137 ISSN: 2581-4621 
  

 

@2022, IJETMS          |         Impact Factor Value: 5.672     |          Page 901 

determine whether Naive Bayes is the best classifier among them.  

 

III. PERFORMANCE EVALUATION DATA DESCRIPTION 

  The goal of this study is to classify the given specified experimental dataset into four categories (i.e. 

business, politics, sport, travel) correctly. To start with, it is given 1000 documents for each category to 

serve as the dataset for generating the classification model. To build and evaluate the classification 

model, the total 4000 documents will be split into two datasets, namely training set and testing set, in 

which 30% of the documents will go to the training set whereas the remaining 70% will go to the testing 

set. In the representation of these documents, they have been vectorized into 1311 attributes (in term of 

numerical values) and 1 solution attribute (in term of nominal values). No missing data is among the 

attributes and all the numeric attributes are described in the term frequency/inverse document frequency 

(TFIDF). An example of the data can be presented as  

Figure 3.1.1 and Table 3.1.2 summarizes the description data in both training and testing set. 

 
Figure 3.1. Example of Data View 

 
Table 3.1.2 Data Description in this Study 

 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS  

         The objective of this evaluation is twofold. First, it determines whether the preprocessing phase is 

useful to deduce better classification accuracy and performance when compared to the situation that has 

not been preprocessed the data. Second, it compares the classification accuracy and performance when 

different classifiers are applied. A dataset with 4000 documents classified in four different categories is 

used for evaluation. The selected dataset contains four categories of document: business, politic, sports, 

and travel. All the four categories are easily differentiated. 30% data (i.e. 1200 documents) are extracted 

randomly to build the training dataset for the classifier. The other 2800 documents are used as the testing 

dataset to test the classifier. The model is built based on the “Naive Bayes” classifier developed in Weka. 

Table 4.1 summarizes the result of using Naive Bayes classifier to classify the documents. However, it 

surprisingly finds that the results of preprocessed dataset (95.5%) are worse than those which have not 

preprocessed (96.9%). Therefore, it is required to adjust the preprocessed model in order to achieve a 

better result. Considering the preprocessing phase is common to adopt in all case, therefore the 

adjustment is made in the feature selection phase.  
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Table 4.1. Classification Accuracy of Naive Bayes Classifier (by Using   the Dataset with 

Preprocessing and without Preprocessing) 

As mentioned above, Cfs Subset Evaluator and rank search (with Gain ration metric) are used for the 

feature selection. Therefore, another technique for rank search has been tried to adopt. This time, Chi-

square feature selection has been adopted and 89 attributes are selected (Figure 4.1). Rather than 75 

attributes being selected previously, 89 attributes has been inputted this time. The result has been 

improved after using Chi-square feature selection, as depicted in Table 3.1 and Figure 4.1. The accuracy 

has been improved 0.1%. Although the improvement is insignificant, it is proven that preprocessing and 

feature selection are useful in achieving better classification result. It is believed that different searching 

technique can help to accomplish different classification result under different situations, in which it 

needs to take many trials and time to generalizing the best solution. However, due to the time constraints, 

this study only draws the conclusion of using preprocessing and feature selection can achieve better 

classification result. Furthermore, another critical point can be found is that the time used to build the 

model is significantly improved after the number of features has been greatly reduced from 9.66 seconds 

to around 0.19 seconds (Table 4.1). 

 After discussing the importance of preprocessing and feature selection, the following experiment is to 

test whether Naive Bayes is the best classifier among other classifiers. To serve for this purpose, three 

different classifiers have been applied for testing. These classifiers are: SVM (the “SMO” function in 

WEKA), NN (the lazy “IBk”), and DT (the tree “J48”). In this experiment, the preprocessed dataset (with 

90 attributes) are used for evaluation. Table 4.2 summarized all the accuracy results with the precision, 

recall, and F-Measure. As shown in the table, the accuracy result of Naive Bayes is the best among other 

classifiers. Although SVM gets similar r results as Naive Bayes, the time taken to build the model is 

dissatisfactory. Compared with the times used for building a Naive Bayes classifier (0.19 seconds), SVM 

requires 2.69 seconds, which is 14 times of Naïve Bayes classifier, as depicted in Table 4.4. As a result, 

Naïve Bayes is reported to be the best text classifier.  

 

 
Figure 4.1. Feature selection result using the Cfs Subset Evaluator and Rank Search (with Chi-square 

feature selection) 
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Table 4.2. Classification Accuracy of Naive 

Bayes Classifier 

                           
Table 4.3 Times taken to build the Naive Bayes                                                                                                                                    

classifier (by using thedataset with 

preprocessing and without preprocessing) 

 
Table 4.4. Classification Accuracy of Different 

Classifiers 

 

 
Table 4.5. Times Taken to Build the Classifiers 

 
Figure 4.2. Classification Result Using Naive Bayes Classifier with Preprocessed Dataset 

 

V.Conclusion  

In this study, Naive Bayes classifier has been discussed as the best document classifier, which satisfies 

the literature result. Through the implementation of different feature selection and classifier available in 

WEKA, it is demonstrated preprocessing and feature selection are two important steps to improve the 

mining quality. There are many words in the documents, therefore when we captured the terms from 

these documents, thousands of terms are found.  

However, there are some terms that are usefulness and uninteresting to the results, it is then important to 

discover and interpret which features are useful and critical. Concerning numerous searching and 

selection techniques are available; it is encouraged to apply all these techniques and hence selects the 

best one for preprocess the data as well as to build the model. Furthermore, the performance of mining 

result is directly affected by the quality of data. So, preprocessing phase is important to make the data 

being more precise (so as to achieve a better classification result) and even improve the time used to train 

and general the model, as proven in the experiment section.  
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