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ABSTRACT 

Software quality estimation is an activity needed at various stages of software development. It may be 

used for planning the project`s quality assurance practices and for benchmarking. In earlier previous 

studies, two methods (Multiple Criteria Linear Programming and Multiple Criteria Quadratic 

Programming) for estimating the quality of software had been used. Also, C5.0, SVM and Neutral 

network were experimented with for quality estimation. These studies have relatively low accuracies. 

In this study, we aimed to improve estimation accuracy by using relevant features of a large dataset. 

We used a feature selection method and correlation matrix for reaching higher accuracies. In addition, 

we have experimented with recent methods shown to be successful for other prediction tasks. 

Machine learning algorithms such as Xgboost, Random Forest and Decision Tree are applied to the 

data to predict the software quality and reveal the relation between the quality and development 

attributes. The experimental results show that the quality level of software can be well estimated by 

machine learning algorithms. 
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1. Introduction 

Software applications may contain defects, originating from requirements analysis, specification and 

other activities conducted in the software development. Therefore, software quality estimation is an 

activity needed at various stages [1]. It may be used for planning the project based quality assurance 

practices and for benchmarking. In addition, the number of defects per unit is considered one of the 

most important factors that indicate the quality of the software [2]. 

There are two directly comparable studies on software quality prediction using defect quantities in 

ISBGS dataset. In the first study, the two methods (MCLP and MCQP) were experimented with the 

dataset and the results were compared [3]. The quality level was classified according to: number of 

minor defect + 2*number of major defect + 4*number of extreme defect. The quality of level was to 

be either high or low. They used k-fold cross-validation technique to measure MCLP and MCQP’s 

performance on the ISBSG database. Release 10 Dataset (released in January 2007) which contained 

4,017 records and 106 attributes was used. After preprocessing, 374 records and 11 attributes 

remained in the dataset. 

In another study, the same data set was used again [4]. The software belonged to high quality class if 

it fulfills the following requirements: the extreme defects exist or the number of major defects is more 

than 1 or the number of minor defects is more than 10. The rest are assumed to belong to low quality 

class. After preprocessing, 746 projects and 53 attributes remained in the dataset. They used C5.0, 

SVM and Neutral network for classification. 

As an example to a more application oriented study Rashid et al. [5] used case based reasoning (CBR) 

for software quality estimation. CBR is a machine learning model which performs the learning process 

using the results of the previous experiments. Line of code, number of function, difficulty level, and 

development type and programmers experience are entered and these attributes are used for 

estimation. The deviation is calculated by using Euclidian distance (ED) or The Manhattan 

distance (MD). If the error in estimation is less than 10% then the record is saved to the database. 
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Number of inputs that can be obtained from the user is limited. Also, it is necessary to have close 

values in the database in order to estimating precise values. 

In these studies, quality estimation was done by binary classification. We tried to improve these 

prediction models, taking into account the size in terms of function points and using 4-level 

classification. We have experimented with recent classification methods shown to be successful for 

other prediction tasks 

2. Existing System 

Software quality estimation is an activity needed at various stages of software development. It may be 

used for planning the project`s quality assurance practices and for benchmarking. In earlier previous 

studies, two methods (Multiple Criteria Linear Programming and Multiple Criteria Quadratic 

Programming) for estimating the quality of software had been used. Also, C5.0, SVM and Neutral 

network were experimented with for quality estimation. These studies have relatively low accuracies. 

Demerits of Existing System 

 To improve estimation accuracy by using relevant features of a large dataset. 

 

3. Proposed System 

In this paper We used a feature selection method and correlation matrix for reaching higher 

accuracies. In addition, we have experimented with recent methods shown to be successful for other 

prediction tasks. Machine learning algorithms such as Xgboost, Random Forest and Decision Tree 

are applied to the data to predict the software quality and reveal the relation between the quality and 

development attributes. The experimental results show that the quality level of software can be well 

estimated by machine learning algorithms. 

 

4. Literature Survey 

[1] Vijay, T. John, D. M. G. Chand, and D. H. Done. "Software quality metrics in quality assurance to 

study the impact of external factors related to time." International Journal of Advanced Research in 

Computer Science and Software Engineering, 2017. 

The purpose of this research is to build a software quality assessment model to evaluate the quality of 

mobile-based elderly fall detection software. The assessment is based on the quality factors found in 

the software quality model. The quality factor is adjusted to the characteristics of the software. The 

model is needed because the software has its own characteristics. This research consists of several 

stages. The first thing to do is analysing the software domain to determine its characteristics. The 

second is defining the software assessment needs by mapping software characteristics with the 

quality standards used (ISO / IEC 25010: 2011) to obtain the appropriate quality factors. The 

software quality metrics is determined after the quality factors is obtained. The metric to be used is 

Goal Question Metrics (GCM). The third is software quality weighting process, including its criterias 

and sub-criterias. Determination of the equation for software quality assesment is the final stage of 

the research. Based on the reseach process, it can be concluded that the model developed 

successfully can be used to assess the software. 

[2] D. Bowes, T. Hall, and J. Petrić, "Software defect prediction: do different classifiers find the 

same defects?." Software Quality Journal, 26(2), 2018, pp. 525-552. 

During the last 10 years, hundreds of different defect prediction models have been published. The 

performance of the classifiers used in these models is reported to be similar with models rarely 

performing above the predictive performance ceiling of about 80% recall. We investigate the 

individual defects that four classifiers predict and analyse the level of prediction uncertainty produced 

by these classifiers. We perform a sensitivity analysis to compare the performance of Random Forest, 

Naïve Bayes, RPart and SVM classifiers when predicting defects in NASA, open source and 

commercial datasets. The defect predictions that each classifier makes is captured in a confusion 

matrix and the prediction uncertainty of each classifier is compared. Despite similar predictive 

performance values for these four classifiers, each detects different sets of defects. Some classifiers 

are more consistent in predicting defects than others. Our results confirm that a unique subset of 



International Journal of Engineering Technology and Management Sciences 
Website: ijetms.in Issue: 5 Volume No.6 Aug-Sept – 2022 

DOI:10.46647/ijetms.2022.v06i04.080  ISSN: 2581-4621 
 

 

@2022, IJETMS          |         Impact Factor Value: 5.672     |          Page 525 

defects can be detected by specific classifiers. However, while some classifiers are consistent in the 

predictions they make, other classifiers vary in their predictions. Given our results, we conclude that 

classifier ensembles with decision-making strategies not based on majority voting are likely to 

perform best in defect prediction. 

  

5. System Architecture 

Software design sits at the technical kernel of the software engineering process and is applied 

regardless of the development paradigm and area of application. Design is the first stepin the 

development phase for any engineered product or system. The designer’s goal is to produce a model 

or representation of an entity that will later be built. Beginning, once systemrequirement have been 

specified and analyzed, system design is the first of the three technicalactivities -design, code and test 

that is required to build and verify software. 

 
  

 

6. Experimental Outcomes 

 

In above screen click on ‘Upload Dataset’ button to and upload dataset 
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In above screen selecting and uploading ‘2015-6.csv’ dataset file and then click on ‘Open’ button to 

load dataset and to get below screen 

 

 
In above graph we can see each graph represents one column from dataset and from that columns its 

counting each distinct value from and plot in that graph for example in second graph NOC columns 3 

different values and its plotting 3 different bars with count and no close above graph to get below 

screen 
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In above screen displaying values from dataset and we can see dataset contains NAN (missing values) 

and string non numeric values and we need to replace all missing and non- numeric values with their 

count so click on ‘Preprocess Dataset’ button 

 
In above screen to train CNN we took 10 iterations or epoch and at each epoch accuracy get better 

and loss get reduce and after 10 iterations will get below screen 
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In above screen we got output values for CNN also and now click on ‘Comparison Graph’ button to 

get below screen 

 

 

 
In above graph we are plotting accuracy, precision, recall and accuracy for each algorithm 
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7. CONCLUSION AND FUTURE ENHANCEMENT 

In this paper we have experimented classification algorithms using Scikit-learn library on two dataset. 

We have experimented with recent algorithms that support multi-class classification. The accuracies 

achieved by using these algorithms are 92.28% on EBSPM Dataset and 92.22% on ISBSG Dataset. In 

comparison to previous directly comparable studies, acceptable level multiclass quality prediction 

could be achieved. 
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