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ABSTRACT 
Eyes are most important sensory organ of a human body. A person is visually impaired if he cannot 

see objects as clearly as usual. So its difficult for a visually impaired one to live as normal people can 

do. They always required some assistive devices or assistants to guide them. To address the 

concerns, the suggested system will perform multiple tasks as quickly as feasible and accurately 

without requiring any specific talents.The proposed system bring together the deep learning and 

cloud APIs for smooth functioning of multiple tasks like face recognition, currency recognition, 

object labeling, text recognition, online news paper reading, current location ,weather and and date 

and time accessing.The user interact with the system by providing specific  voice command like 

“who is infront of me” and system trigger corresponding module and return voice output. Face 

recognition is carried based ondlib’s face recognition. Image labeling and text recognition by Google 

cloud vision API, currency recognition for Indian currency notes is proposed to do on deep transfer 

learning model Resnet 101 ,online news paper reading is with the help of  Google News API, 

Weather access is by Open Weather MAp API , location can be accessed with the help of IP address 

and datetime module of python provide current date and time. 

Keywords-Visually impaired, Deep learning, Google cloud vision API, Google News API, Open 

WeatherMap API, Resnet101. 

1. INTRODUCTION 

 Among the sensory organs of human being eyes are the most important one.Vision 

impairment may be caused by a loss of visual acuity, where the eye does not see objects as clearly as 

usual. The World Health Organization (WHO) puts the total count of blind people in India at around 

63 million, almost 20 per cent of the world blind population. It’s really hard for a visually impaired 

person to live their life without any assistance. They wish to recognize the barriers in front of them, 

recognise things and familiar faces, need to read texts, and so on. They may require a companion for 

assisting or any equipment for doing their needs. It’s quite burdensome to guide always these 

visually impaired by his friend or family. So its imperative to build assisting devices or system to 

guide these peoples. As the improvement in technologies there are several systems designed to 

support visually-impaired people and to improve the quality of their lives. Unfortunately, most of 

these systems are limited in their capabilities.  

 The simplest and the most affordable navigations and available tools are trained dogs and the 

white cane [1]. Although these tools are very popular, they cannot provide the blind with all 

information and features for safe mobility, which are available to people with sight [2,3].The 

proposed  smart vision based system will help the visually impaired people in many ways, such as by 

describing the surroundings, recognizing familiar faces, recognizing Indian currency notes, reading 

out texts, providing the latest information via an online newspaper and providing information about 

current location , weather condition and date and time. 

The ability to recognize the faces of well-known people is one of the most difficult tasks for 
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visually impaired people. As technology advances, new methods for recognizing familiar face has 

emerged. Different technologies including early algorithms, artificial features and classifiers, deep 

learning and other stages are present[4]. The proposed system uses dlib's face recognition package 

for face recognition [5]. The dlib’s HOG + Linear SVM based model [6] is used here. This model 

has a quick response time compared to others. Blind people do, in fact, have visual dreams. They 

want to know what amenities, things, or activities are in front of them. Google vision API will help 

them to do this endeavor[7]. The Google Vision API can also assist visually challenged people in 

reading text from an image. It promotes their confidence and autonomy by offering information that 

is beneficial in everyday life[8]. People who are visually impaired have a hard time distinguishing 

between different currency denominations. So, the proposed system e investigates the systems that 

can assist visually challenged or handicapped people in distinguishing between different types of 

Indian currencies deep learning technique. The framework utilizes the concept of transfer learning 

where a deep convolutional neural network already trained upon a huge dataset of natural images is 

re-utilized for the problem of classification of denomination from banknote images[9]. The 

pretrained model used isResNet 101.This model recognizes currency notes of 10,20,50,100,200,500 

and 2000 . The smart vision system uses the ip address for knowing the current location, region and 

the country, also uses the OpenWeatherMap API to get the current temperature and the weather 

description for the day [10]. The datetime module is used by the smart vision system to obtain the 

current date and time. 

2. RELATED WORKS 

 Several assistive systems for the visually impaired have been developed.Visually impaired 

people face lot of difficulties in their daily life. Most of the times they depend on others for help. 

Several technologies for assistance of visually impaired people have been developed. Among the 

various technologies being utilized to assist the blind, Computer Vision based solutions are emerging 

as one of the most promising options due to their affordability and accessibility. The main objective 

of the proposed system is to create a wearable visual aid for visually impaired people in which 

speech commands are accepted from the user. Its functionality addresses identification of objects and 

sign boards. This will help the visually impaired people to manage day-to-day activities and to 

navigate through their surroundings. Raspberry Pi is used to implement artificial vision using python 

language on the Open CV platform. [11].Google cloud vision's remote server API allows to integrate 

the software into any kind of android device and assist the visually impaired. This proposal attempts 

to explore the possibility of using the hearing sense to understand visual objects. Computer vision 

provides several algorithms and techniques to achieve this goal. This paper propose a real-time 

environment perception system, with the goal of informing the user about the presence around them 

and their spatial position using binaural sound[12]. 

 With the advances in camera technologies, mobile platforms and light-based pointers, this 

propose a new and cost-effective solution for autonomous obstacle detection, classification and 

navigation. Without loss of generality, the proposed system point out and focus on the application of 

visual navigation and obstacle detection for the visually impaired [13].Another work proposes image 

processing based identification of familiar places(Restroom, Pharmacies and Metro train 

station).This is done by point feature matching using template detection[14]. Another system helps 

the blind to navigate independently using real time object detection and identification. The proposed 

system consists of a Raspberry Pi-3 processor which is loaded with a pre-trained Convolutional 

Neural Network model (CNN) developed using TensorFlow. Thepre trained object detection model 

is ssd_mobilenet_v1_coco [15].One  study, propose a deep learning framework for image detection, 

classification and person-currency recognition. Transfer learning is performed on the SSD-VGG16 
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model to predict outputs [16]. A smart glass system to recognize the family member using image 

processing is developed . Face recognition is performed by Haar features [17] 

3. PROPOSED METHODOLOGY 

 The proposed system is a smart vision based system which assist visually impaired by doing 

multiple tasks for their better life style. The system is based on some deep learning models and uses 

some APIs such as Google vision API to carry out these tasks. The system will take the users audio 

as input and convert to text .These commands trigger corresponding module to function. The 

conversion of audio to text is based on using Google’s speech-to-text library. The corresponding text 

query for these audio input trigger parallel module. If the audio is like “Who is infront of me” then  it  

will trigger face recognition module. If the voice command is like “which currency is this”then the 

system will start loading currency recognition module and so on. The system continue listening until 

the “stop” command is recognized. 

3.1   Face Recognition Module 

 Face recognition is a two-step procedure that begins with face detection and ends with 

recognition. The dlibs face recognition library is used for face recognition.The first stage is to look 

for faces in the input image. For this, the Histogram of Oriented Gradients, or simply HOG, is 

used.HOG construct a reduced version of an image, and encode it. All we have to do to locate faces 

in this HOG image is seek for the area of our image that looks the most like a known HOG pattern 

generated from a bunch of other training faces.Fig 1shows an example of how HOG of face look 

like. 

 
Fig.1. Representation of HOG of an image 

 This is how a face is detected in an image. If a face is detected, the (x, y) coordinates of the 

194 important spots on the face are detected using dlib's facial landmark detection model[18].A 128-

dimensional NumPy array or feature vector is generated which store the mapped facial features. The 

system already has a database of known individuals.Face recognition is accomplished by comparing 

the feature vectors of the input image and the feature vectors of the pre-stored image. The person's 

face is the name given to the feature vector that has the highest similarity value. Linear SVMmachine 

learning classification algorithm can be used to do this. 

Image Captioning Module 

The Google Vision API can detect and retrieve data about items in a picture from a wide 

range of categories. This can be used to identify a variety of things, including generic objects, 

locations, activities, animal species, products, and more [19].By delivering the contents of a local 

picture file as a base64 encoded string in the body of the request, the Vision API may perform 

feature detection on it. 

3.2   Text Recognition Module 

To read text, Google's Vision API is used, which provides accurate results without sacrificing 

latency. The API is capable of detecting text in both documents and natural scene photos. It provides 
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a structured hierarchical response of the identified text, divided into pages, blocks, paragraphs, 

words, and symbols, as well as their x and y coordinates [20].It extracts machine-encoded text from 

any image and outputs it (e.g., photos of street views or sceneries).The returned JSON file contains 

the complete strings as well as individual words and their bounding boxes. 

3.3   Currency Recognition Module 

This module recognize Indian currency notes of 10,20,50,100,200,500,and 2000 using a deep 

learning approach. The system employs the notion of transfer learning, in which a deep 

convolutional neural network that has already been trained on a large dataset of natural images is re-

used to solve the problem of denomination classification from banknote images..The pre-trained 

model used here is ResNet 101.Architecture of Resnet 101 is shown in figure 2. 

 
Fig .2.Resnet 101 Architecture 

ResNet 101 is used because it not only solves the vanishing gradients problem, but it also has 

less learnable parameters, higher accuracy, and lower top-1 and top-5 error rates. It accomplishes this 

through its skip connection mechanism[21]. The skip connection bypasses a few stages of training 

and links directly to the output. ResnNet 101 is made up of 99 convolution layers and two maximum 

pooling layers. ReLu is the activation function utilized here. 

3.4   Online Newspaper Module 

The free Google News API is used for extracting the online news article. It can extract top 10 

headlines of the particular day of particular online newspaper. News API is a simple, easy-to-

useRESTAPIthatreturnsJSONsearchresultsforliveandhistoricnews articles from all over the web. 

Using this, we can fetch the top stories running on a news website or can search top news on a 

specific topic (or keyword). The API key is needed to get started. API key will be available while 

sign in the API site. Get API results in JSON format via HTTP GET requests in any programming 

language and easily integrate them into the applications. To use the API , make a request, get the 

results, parse the JSON and the data is ready to be used. 

3.5   Current location, weather condition, date and time providing Modules 

Datetime module in python supplies classes to work with date and time. Open weather API 

allows to regularly download current weather for the corresponding location. The smart vision 

system uses the ip address for knowing the current location, region and the country. 

3.6   Text to speech conversion 

Every module generate output in text format. For visually impaired people the results should 

be available in audio. So the text to audio conversion is mandatory. This process of converting text to 

audio is done using python text to speech(pyttsx3) library. 
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4. RESULTS AND DISCUSSION 

If the user provide clear voice input the smart vision based system produces fast and accurate 

audio outputs for each module.The suggested system's performance is evaluated in terms of response 

time and accuracy. The performance analysis of the system is shown in the table 1. Speech-to-text 

and text-to-speech have average reaction times of 1-3 seconds and 5-7 seconds, respectively. All of 

the figures are based on a constant internet speed of 1 megabit per second. As a result, under ideal 

conditions, the system produces quick and precise results. 

Table 1:System Performance Evaluation Table 

Sl.No MODULE NAME RESPO

NSE 

TIME(s) 

1 Describing 

surrounding 

10-20    

2 Recognizing familiar 

faces 

20-30 

3 Recognizing currency   10-20 

4 Reading out text     10-20 

5 Online Newspaper 

reading 

0-2 

6 Current location 3-8 

7 Current weather 

situation 

3-8 

8 Date and time module 1-3 

 

Face identification using Dlib is extremely accurate, with a maximum accuracy of 99.38% 

when faces are taken from numerous perspectives. Using theHOG+LSVM , the presence of a person 

in the input image is detected.People who are at least 14 feet away and facing the user can be 

appropriately recognized by the system. The figure 3 shows the result of face recognition module 

when an image of person infront of the user is captured through the webcam. 

 
 

Fig.3. Result of face recognition module 

Google vision API can label an image in fast and detailed manner .When the user ask to 

describe his surrounding image is captured through the webcam and provided to the image 

captioning module .The system output the results in audio format speaking each entities in the image. 

The figure 4 shows the output labels of given input image. 
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Fig.4. Output labels of given input image. 

Like image labeling Google vision API is powerful enough to detect text in an image with 

different fonts and orientations, very accurately.Example is shown in the fig 5. 

 
Fig.5. Example of text detection 

 

 News API is used for online newspaper reading return top 10 headlines of the day. An 

example is shown in the fig.6. The average response time of the News API is between 100 and 200 

ms. 

 
Fig .6.Ten top headlines of BBC news 

Currency recognition done by training the dataset image using Resnet 101 model.The model 

obtained accuracy of 98.07% in 10 different epochs. The training and validation accuracy vs epochs 

graph is shown in  the figure 6. The output prediction for a given 10 rupees note is also figured out in 

fig 7. 
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Fig.6.The training and validation accuracy vs epochs graph 

 

 
Fig.7.Prediction of 10 rupees note 

The system voice out the current date and time, current weather, and current location within a 

few seconds. 

 

CONCLUSION 

 A simple multi-purpose,fast responding, cheap and easily configured system assisting 

visually impaired so that they can live regular, independent lives like everyone else. This system 

proposes a single system that combines multiple separate aspects, such as face recognition, image 

labeling, text recognition, currency recognition, online newspaper reading, providing current 

location, weather condition and date and time.The proposed system is built using a combination of 

deep learning, machine learning, and numerous powerful APIs.The system respond promptly and 

accurately output each request as audio. 
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